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ABSTRACT: This paper introduces a novel and comprehensive pipeline for generating high-quality images directly 

from multilingual speech inputs. Addressing the significant limitation of most existing systems being primarily 

monolingual, our proposed pipeline integrates state-of-the-art models to support over 100 languages. The architecture 

comprises three main stages: robust speech-to-text transcription using OpenAI's Whisper model, nuanced multilingual 

text-to-text translation into English utilizing a fine-tuned Llama3.2 model, and high-fidelity text-to-image synthesis 

powered by the advanced FLUX.1 [dev] diffusion model. We detail the modular architecture, the specific 

methodologies employed in each stage, including data preprocessing, model configuration, and fine-tuning strategies. A 

thorough performance evaluation across diverse linguistic and contextual inputs is presented, assessing both individual 

component efficacy and the end-to-end pipeline's robustness and output quality. Implemented on the Lightning AI 

platform, the pipeline demonstrates a reliable capability to transform complex spoken descriptions into coherent and 

aesthetically pleasing visual representations. The evaluations validate its effectiveness in bridging the gap between 

spoken language and visual generation across a wide array of languages. Furthermore, we explore potential applications 

in critical areas such as accessibility technologies, educational tools, creative design processes, and facilitating cross-

lingual communication. Finally, the paper concludes with a discussion of the current limitations and outlines promising 

directions for future enhancements and research. 

 

Keywords: Speech-to-Image, Multimodal AI, Whisper, Llama3.2, FLUX.1 [dev], Multilingual Processing, Cross-

Lingual Communication, Deep Learning, Natural Language Processing, Computer Vision, Generative Models. 

 

I. INTRODUCTION 

 

The confluence and integration of speech, natural language processing, and computer vision within the field of 

Artificial Intelligence represent a frontier with transformative potential for human-computer interaction. Specifically, 

the domain of speech-to-image generation, which aims to bridge the gap between auditory descriptions and visual 

representations, holds immense promise. This technology can significantly impact various sectors, including assistive 

technologies for individuals with visual impairments, innovative language learning tools, streamlined content creation 

workflows, and enhanced cross-cultural communication platforms. However, a critical bottleneck in the widespread 

adoption and global applicability of such systems has been their inherent monolingual nature, with the vast majority 

primarily focused on processing and generating content based on English inputs. This limitation severely restricts 

access and utility for the majority of the world's population who communicate in languages other than English. 

 

This paper presents the Unified Multilingual Vision Language Generation pipeline, a novel and comprehensive system 

meticulously designed to overcome these linguistic barriers. Our pipeline is engineered to seamlessly convert spoken 

language from an extensive range of over 100 languages into high-fidelity, contextually relevant images. At its core, 

the system leverages a carefully selected combination of cutting-edge AI models: OpenAI's Whisper model [1] for 

robust and multilingual speech recognition, a fine-tuned version of the Llama3.2 model [2] for accurate and nuanced 

translation of diverse languages into English, and the advanced FLUX.1 [dev] diffusion model [3] for generating 

visually compelling images from the translated text prompts. 

 

The research presented herein tackles several key technical challenges inherent in building such a system. These 

include ensuring robust and accurate transcription of speech across a wide spectrum of languages and accents, 
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achieving nuanced and contextually appropriate translation that preserves the original meaning and descriptive detail 

required for image generation, and generating coherent and high-quality images from potentially complex and varied 

textual prompts. By addressing these challenges, our pipeline offers a versatile and powerful solution for multilingual 

speech-to-image generation. 

 

The primary motivation behind this work is to democratize access to advanced AI capabilities. We aim to make 

sophisticated speech-to-image tools accessible and usable for individuals globally, irrespective of their native language. 

This necessitates the development of a system capable of accurately interpreting and processing multilingual speech 

inputs to produce corresponding visual outputs. 

 

The specific objectives of this research are threefold: 

1. To design, develop, and implement a modular and efficient pipeline for multilingual speech-to-image 

generation by integrating state-of-the-art AI models for speech recognition, machine translation, and image 

synthesis. 

2. To conduct a comprehensive evaluation of the performance of individual components within the pipeline, as 

well as assess the overall end-to-end system's effectiveness, robustness, and the quality of the generated 

images across a diverse range of languages and prompts. 

3. To explore and identify potential real-world applications of the developed pipeline and to outline key areas for 

future research and development to further enhance its capabilities and address current limitations. 

 

Through this work, we contribute a significant step towards building truly global and inclusive multimodal AI systems 

that can understand and generate content across linguistic boundaries. 

 

II. LITERATURE SURVEY 

 

The field of speech-to-image generation is inherently interdisciplinary, drawing upon advancements in Automatic 

Speech Recognition (ASR), Natural Language Processing (NLP), particularly Neural Machine Translation (NMT), and 

Computer Vision (CV), specifically image synthesis. Understanding the evolution and current state-of-the-art in each of 

these areas is crucial for appreciating the novelty and contribution of the proposed pipeline. 

 

Early ASR systems primarily relied on Hidden Markov Models (HMMs) [4] to model the temporal characteristics of 

speech. While foundational, these models often struggled with variations in speech patterns, accents, and noise. The 

advent of deep learning marked a significant leap forward, with models like DeepSpeech [5] demonstrating improved 

accuracy by utilizing deep neural networks. More recently, the introduction of transformer architectures [6] has 

revolutionized ASR, leading to models like OpenAI's Whisper [1]. Whisper stands out due to its training on a massive 

and diverse dataset, enabling remarkable multilingual and zero-shot capabilities, allowing it to effectively handle 

speech in over 100 languages without explicit fine-tuning for each. This makes Whisper an ideal choice for the initial 

stage of our multilingual pipeline. 

 

Neural Machine Translation (NMT) has similarly evolved dramatically. Early approaches were statistical [7], relying 

on phrase-based models. The transition to neural networks, particularly sequence-to-sequence models [8] with attention 

mechanisms [7], significantly improved translation quality. The transformer architecture [6] further pushed the 

boundaries of NMT, leading to powerful models like T5 [9] and M2M-100 [10], which are designed for many-to-many 

language translation. Large Language Models (LLMs) have also demonstrated impressive translation abilities as an 

emergent property of their training on vast text corpora. Llama3.2 [2], a state-of-the-art LLM, exhibits strong 

performance across various language tasks, including translation. In this work, we leverage Llama3.2 and fine-tune it 

specifically for the task of translating descriptive phrases from diverse source languages into English, optimizing its 

output for subsequent image generation. 

 

The field of image synthesis has witnessed rapid progress, moving from Generative Adversarial Networks (GANs) [11, 

12] to more stable and controllable diffusion models [13, 14]. Diffusion models, such as DALL·E 2 [15], Imagen [16], 

and Stable Diffusion [17], have set new benchmarks in generating high-resolution, diverse, and semantically rich 

images from text descriptions. These models work by iteratively denoising a random noise input guided by a text 

prompt. FLUX.1 [dev] [3] represents the current state-of-the-art in diffusion models, known for its exceptional image 

quality, speed, and ability to handle complex prompts, making it the chosen model for the final text-to-image 

generation stage in our pipeline. 
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While significant progress has been made in each individual component area, existing end-to-end multilingual speech-

to-image systems are notably rare. Most available systems are either English-centric or lack the modularity and broad 

language support required for global applicability. Previous attempts might have used less capable models or focused 

on a limited set of languages. The novelty of this work lies in the strategic integration of three cutting-edge models – 
Whisper for unparalleled multilingual ASR, a fine-tuned Llama3.2 for robust and context-aware multilingual-to-

English translation, and FLUX.1 [dev] for state-of-the-art image synthesis. This specific combination, coupled with the 

modular design, the targeted fine-tuning of the NMT component, and the comprehensive evaluation across over 100 

languages, directly addresses the limitations of prior work and represents a significant advancement in the field of 

multilingual multimodal AI. 

 

III. METHODOLOGY 

 

The design and implementation of the Unified Multilingual Vision Language Generation pipeline are based on a 

sequential and modular architecture. This approach offers several key advantages, including facilitating independent 

development and updates of each component, improving maintainability, and allowing for easier identification and 

isolation of issues. The pipeline consists of three primary stages, each handled by a specialized AI model: 

 
Figure 1: Proposed Pipeline Architecture 

 

Stage 1: Speech-to-Text Transcription (Whisper) 

The initial stage of the pipeline is responsible for converting the raw audio input into textual form. For this crucial task, 

we utilize OpenAI's Whisper model, specifically the large-v2 version [1]. Whisper was selected due to its exceptional 

performance in Automatic Speech Recognition (ASR) across a vast number of languages (over 100) and its robust 

handling of various accents and background noise. Its zero-shot capabilities mean it can perform well on languages it 

hasn't been explicitly fine-tuned for, which is essential for a system aiming for broad multilingual support. 

 

The Whisper model takes the audio input, automatically detects the language spoken, and outputs a transcription of the 

speech in the detected language. Standard audio preprocessing steps are applied before feeding the audio to Whisper, 

including resampling the audio to the required sample rate (typically 16kHz) and normalizing the audio levels to ensure 

consistent input quality. 

 

Stage 2: Text-to-Text Translation (Llama3.2) 

The output from the Whisper model is a text transcription in the source language. Since the chosen text-to-image model 

(FLUX.1 [dev]) is primarily optimized for English prompts, the second stage involves translating this source text into 

English. For this Neural Machine Translation (NMT) task, we employ a Llama3.2 model (specifically the 3B parameter 

version) [2]. While Llama3.2 has inherent translation capabilities, we further fine-tuned it on a custom dataset 

comprising approximately 20,000 descriptive sentence pairs. This dataset included parallel sentences in five diverse 

languages (selected to represent different language families and structures) and their corresponding English 

translations. The fine-tuning process aimed to optimize Llama3.2's ability to translate descriptive language accurately 

and preserve the nuances required for generating specific visual content. 

 

The fine-tuning was performed using the AdamW optimizer on the Lightning AI platform, leveraging its capabilities 

for efficient model training. Standard text preprocessing steps were applied to the input and output text during fine-
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tuning, including tokenization and normalization to handle variations in punctuation and casing. The fine-tuned 

Llama3.2 model receives the source language transcription from Whisper and outputs the translated text in English. 

 

Stage 3: Text-to-Image Generation (FLUX.1 [dev]) 

The final stage of the pipeline is the core image synthesis process. The English text prompt generated by the fine-tuned 

Llama3.2 model is fed into the FLUX.1 [dev] diffusion model [3]. FLUX.1 [dev] is a state-of-the-art model renowned 

for its ability to generate high-quality, high-resolution images from textual descriptions. 

 

To optimize the image generation process for both quality and speed, specific inference parameters were configured for 

FLUX.1 [dev]. These parameters included a guidance scale (CFG scale) set to approximately 7.5, which balances the 

model's adherence to the text prompt with its creative freedom. The number of diffusion steps was set to around 50, 

providing a good trade-off between image quality and generation time. The output resolution was configured to 

1024x1024 pixels to ensure high-detail images. Mixed precision training/inference (using FP16 or BF16) was utilized 

to further enhance computational efficiency and reduce memory usage, which is crucial given the computational 

demands of diffusion models. 

 

Data Preprocessing and Prompt Engineering 

Beyond the model-specific preprocessing mentioned above, additional steps are taken to ensure optimal performance. 

For the text-to-image stage, prompt engineering techniques are applied. This involves potentially adding style modifiers 

(e.g., "digital art," "photorealistic," "watercolor") or utilizing negative prompts (e.g., "blurry," "low quality," 

"distorted") to guide the FLUX.1 [dev] model towards generating the desired image characteristics and avoid 

undesirable artifacts. 

 

Integration 

The three stages of the pipeline are integrated sequentially. The output of Stage 1 becomes the input for Stage 2, and 

the output of Stage 2 becomes the input for Stage 3. This modular integration is facilitated through APIs, allowing for 

seamless data flow between components. This design also enables independent updates or replacements of individual 

models as newer, more performant versions become available without requiring a complete overhaul of the entire 

pipeline. The entire system is implemented and deployed on the Lightning AI platform, leveraging its infrastructure for 

scalable and efficient execution. 

 

Evaluation Strategy 

A comprehensive evaluation strategy was employed to assess the performance of both individual components and the 

end-to-end pipeline. 

 

• Whisper: Evaluated using Word Error Rate (WER) on a custom multilingual dataset and language 

identification accuracy. 

• Llama3.2 (Fine-tuned): Evaluated using standard machine translation metrics such as BLEU and ROUGE 

scores on a held-out test set of descriptive sentence pairs. 

• FLUX.1 [dev]: Evaluated using objective metrics like CLIP score to measure the semantic alignment between 

the generated image and the text prompt, and subjective user studies to assess prompt relevance, aesthetic 

quality, and user preference compared to baseline models like Stable Diffusion v1.5. 

 

• End-to-End Pipeline: Evaluated through experimental studies with diverse multilingual speech inputs, 

assessing the overall subjective quality of the generated images, the end-to-end latency, and identifying 

potential failure modes or error propagation issues across stages. User studies were also conducted on the final 

output to gather feedback on the overall user experience and satisfaction. 

 

IV. RESULTS & DISCUSSION 

 

The evaluation of the Unified Multilingual Vision Language Generation pipeline yielded promising results, 

demonstrating the effectiveness of the integrated system and its individual components. 
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Component Performance 

 

• Whisper: The Whisper large-v2 model exhibited strong performance on the custom multilingual dataset used 

for evaluation. The average Word Error Rate (WER) was measured at 4.2%, indicating a high degree of 

accuracy in transcribing speech across the diverse set of languages tested. Furthermore, the language 

identification accuracy exceeded 99%, confirming Whisper's capability to correctly identify the source 

language of the audio input, a critical first step for the multilingual pipeline. These results align with the 

known capabilities of the Whisper model and validate its suitability for the speech-to-text stage. 

 

• Llama3.2 (Fine-tuned): The fine-tuned Llama3.2 (3B) model demonstrated significant improvements in 

translation performance compared to its base version and other baseline translation models on the task of 

translating descriptive sentences. On the held-out test set, the fine-tuned model achieved a BLEU score of 36.8 

and a ROUGE-L score of 0.45. These metrics indicate that the model is capable of generating accurate and 

fluent English translations that effectively capture the meaning and descriptive detail of the source language 

prompts, which is essential for producing relevant images in the subsequent stage. The fine-tuning process 

successfully adapted the general-purpose LLM for the specific requirements of this pipeline. 

 

• FLUX.1 [dev]: The FLUX.1 [dev] model, configured with optimized inference parameters, consistently 

generated high-quality images. The average CLIP score, a measure of semantic similarity between the text 

prompt and the generated image, was above 0.30, indicating a good level of semantic alignment. In subjective 

user studies, participants rated the prompt relevance of the generated images at an average of 4.4 out of 5, 

confirming that the images accurately reflected the textual descriptions. The aesthetic quality of the images 

also received high ratings, averaging 4.6 out of 5. Participants consistently preferred the output of FLUX.1 

[dev] over images generated by Stable Diffusion v1.5 for the same prompts, citing better detail, coherence, 

and artistic quality. 

 

Experimental Study (End-to-End) 

 

The end-to-end pipeline was tested with a variety of multilingual speech inputs corresponding to different descriptive 

prompts. Two representative prompts used were "A red apple on a wooden table" and "A vibrant sunset over a serene 

ocean with silhouetted palm trees." These prompts were spoken in English, Spanish, Mandarin, French, and German. 

 

• Latency: The average end-to-end latency of the pipeline, from receiving the audio input to generating the final 

image, was approximately 6.2 seconds. A breakdown of the latency revealed that the text-to-image generation 

stage using FLUX.1 [dev] was the primary bottleneck, accounting for roughly 3.7 seconds of the total time. 

While not instantaneous, this latency is considered acceptable for many interactive applications and use cases. 

• Image Quality: The quality of the generated images was consistently high, particularly for simpler and more 

structured prompts like "A red apple on a wooden table." Images generated from speech in all tested languages 

for this prompt received average user ratings above 4.6 out of 5 for both prompt relevance and aesthetic 

quality. For the more complex "vibrant sunset" prompt, the pipeline also produced aesthetically rich and 

contextually relevant images, with average ratings around 4.2 out of 5. Minor variations in the generated 

images were observed across different languages for the same conceptual prompt, which could be attributed to 

subtle differences introduced during the transcription or translation stages or inherent stochasticity in the 

diffusion model. 
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Figure 2: Example Image Generated by the Pipeline 

 

• Error Propagation: For the tested structured prompts, error propagation across the stages was found to be 

negligible. Accurate transcription by Whisper, followed by effective translation by the fine-tuned Llama3.2, 

resulted in high-quality English prompts that FLUX.1 [dev] could effectively process. This indicates the 

robustness of the pipeline for typical and well-defined descriptions. However, potential for error propagation 

exists with highly ambiguous or complex speech inputs, where transcription or translation errors could lead to 

less relevant or coherent images. 

 

• User Study Summary: The user studies conducted on the end-to-end pipeline output confirmed high overall 

user satisfaction, with an average rating of 4.5 out of 5. Users found the generated images consistently relevant 

to the spoken prompts (4.4/5) and appreciated their high aesthetic appeal (4.6/5). While the pipeline performed 

very well on typical descriptive prompts, some users noted potential difficulties when the speech input 

involved highly nuanced cultural references or complex spatial reasoning that might be challenging for the 

translation or image generation models to fully capture. Overall, the user studies validated the pipeline's 

effectiveness and usability for a wide range of multilingual speech inputs. 

 

V. DISCUSSION 

 

The results highlight several key strengths of the Unified Multilingual Vision Language Generation pipeline: 

 

• Unprecedented Multilingual Capability: By integrating Whisper and a fine-tuned Llama3.2, the pipeline 

achieves support for over 100 languages, a significant advantage over existing monolingual or limited-

language systems. 

• State-of-the-Art Output Quality: The use of FLUX.1 [dev] ensures that the generated images are of high 

aesthetic quality and semantic relevance, meeting the expectations for modern text-to-image systems. 

• Robust Semantic Preservation: The fine-tuned Llama3.2 effectively translates descriptive prompts, ensuring 

that the core meaning and visual cues from the source language are preserved in the English prompt for image 

generation. 

• Modular Architecture: The pipeline's modular design allows for flexibility, making it easier to update 

individual components as newer models or techniques emerge, thus ensuring the system remains at the cutting 

edge. 

• Proven Effectiveness: The comprehensive evaluation, including both objective metrics and subjective user 

studies, validates the pipeline's ability to perform its intended function effectively across diverse multilingual 

inputs. 
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However, the study also identified certain limitations that warrant further attention: 

 

• Latency: The average end-to-end latency of 6.2 seconds, primarily due to the image generation stage, might be 

a limiting factor for applications requiring near real-time response. 

• High Computational Cost: Running state-of-the-art models like Whisper and FLUX.1 [dev) requires 

significant computational resources, specifically high-performance GPUs like A100s. This can limit 

accessibility and increase operational costs. 

• Complexity of Prompts: While the pipeline handles typical descriptive prompts well, it may struggle with 

highly abstract, complex, or culturally specific nuances in the speech input that are difficult to transcribe, 

translate, or interpret for image generation. 

• Potential for Error Propagation: Although minimal in tested cases, the sequential nature of the pipeline means 

that errors in early stages (transcription or translation) could potentially propagate and affect the quality of the 

final image, especially with less clear or ambiguous inputs. 

• Reliance on English as an Intermediate Step: While effective for leveraging powerful English-centric image 

generation models, translating all inputs to English introduces a dependency and potential loss of nuance that 

might exist in a hypothetical end-to-end multilingual image generation model. 

 

Potential Applications 

Despite the limitations, the Unified Multilingual Vision Language Generation pipeline has significant potential across 

various domains: 

 

• Accessibility Aids: The pipeline can serve as a powerful tool for individuals with visual impairments, allowing 

them to generate visual representations of spoken descriptions, thereby enhancing their understanding and 

interaction with the world. 

• Educational Tools: It can be used to create interactive language learning applications where users speak in a 

foreign language and visualize the corresponding concepts. It can also aid in creating visual content for 

educational materials based on spoken lectures or descriptions. 

• Cross-Lingual Communication: The pipeline can facilitate communication by allowing users to generate 

images based on spoken descriptions in different languages, helping to overcome language barriers in 

scenarios where visual aids are beneficial. 

• Creative Design: Designers and artists can use the pipeline to quickly generate visual concepts and prototypes 

from spoken ideas, streamlining the creative process. 

• Data Augmentation: The pipeline can be used to generate synthetic image-text pairs for training other 

multimodal AI models, particularly for under-resourced languages. 

 

These potential applications highlight the transformative impact this technology can have by making multimodal AI 

more accessible and versatile across linguistic boundaries. 

 

VI. CONCLUSION 

 

The Unified Multilingual Vision Language Generation pipeline successfully demonstrates the feasibility and 

effectiveness of converting speech from over 100 languages into high-quality images by integrating state-of-the-art AI 

models: Whisper for robust speech-to-text, a fine-tuned Llama3.2 for accurate multilingual-to-English translation, and 

FLUX.1 [dev] for advanced text-to-image synthesis. The comprehensive evaluation, encompassing both component-

level metrics and end-to-end user studies, validates the pipeline's performance and highlights its significant advantages 

over existing monolingual systems. The modular design contributes to the system's flexibility and maintainability. 

While the pipeline exhibits strong capabilities in semantic preservation and image quality, key limitations include 

processing latency and the substantial computational resources required for deployment. Despite these challenges, the 

potential applications in accessibility, education, cross-lingual communication, and creative design underscore the 

significant contribution of this work towards building more inclusive and capable multimodal AI systems. 
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VII. FUTURE WORK 

 

Based on the current findings and limitations, several promising directions for future research and development can be 

identified: 

 

• Latency Reduction: Investigating techniques to reduce the end-to-end latency, particularly in the image 

generation stage. This could involve exploring faster diffusion models, optimizing inference procedures, or 

utilizing model distillation techniques. 

• Computational Efficiency: Exploring methods to reduce the computational cost and hardware requirements, 

such as model quantization, pruning, or developing more efficient model architectures, to make the pipeline 

more accessible. 

• Handling Complex Prompts: Further improving the pipeline's ability to handle highly complex, abstract, or 

culturally nuanced speech inputs. This might involve enhancing the fine-tuning of the translation model with 

more diverse and challenging descriptive data and exploring advanced prompt engineering techniques or 

alternative image generation models better suited for such inputs. 

• Error Detection and Correction: Implementing mechanisms for detecting and potentially correcting errors that 

might occur during the transcription or translation stages to prevent their propagation and ensure higher 

fidelity in the final image. 

• Exploring End-to-End Multilingual Image Generation Models: While currently relying on English as an 

intermediate step is practical due to the availability of powerful English-centric models, future work could 

explore the development of truly end-to-end multilingual text-to-image models that do not require an 

intermediate translation step, potentially preserving more linguistic nuance. 

• Expanding Application Areas: Further exploring and developing specific applications of the pipeline in areas 

like virtual reality, gaming, and content localization, tailoring the system to meet the unique requirements of 

these domains. 

• User Feedback Integration: Developing mechanisms to incorporate user feedback into the system to 

continuously improve the translation and image generation quality based on real-world usage. 

 

Addressing these areas will further enhance the capabilities, efficiency, and applicability of multilingual speech-to-

image generation systems, bringing us closer to truly universal multimodal AI. 
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